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Y ecmammi oocniosceno ancopummiyny ynepeodiceHicmo y KpeOUmHomy CKOPUHZY Ha NPUKiaoi
oamacemy German Credit. Pozenanymo renoepHe ynepeodicenHs 8 0a308ux Mooensx (102icmudta
peepecia, Random Forest, XGBoost) 3a mempuxamu epynoeoi cnpaseonusocmi (SPD, EOD) i
cmamucmuyHumu mecmamu (y? t-mecm, K-S). Peanizoeano memoou oebausinzy: reweighing i
adversarial debiasing. [loxazano, wo nicis 3acmocy8anHs yux nioxo0ig ynepeortceHicmos Cymmeso
3MEHUWLYEMBCS, NPU NOMIDHOMY 3HUMNCEHHI MOYHOCMI. 3poONieHO BUCHOBKU U000 edheKmueHocmi
MoOenell 3 ypaxysauHam fairness.
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Application of Computational Statistics Methods for Detecting Bias
in Artificial Intelligence Algorithms
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This paper explores algorithmic bias in credit scoring using the German Credit Dataset. Gender bias
in baseline models (logistic regression, random forest, XGBoost) is assessed via fairness metrics
(SPD, EOD) and statistical tests (x° t-test, K-S). Two debiasing methods—reweighing and
adversarial debiasing—are applied. Both approaches reduce bias significantly with minor accuracy
trade-offs. Results highlight the impact and effectiveness of fairness-aware modeling in financial
decision systems.
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IlocranoBka mnpodaeMu. AJNTOpUTMIYHA YNEPEHKEHICTh B KPEIUTHUX
CKOPUHTOBUX CUCTEMaX MOKE MPU3BOUTH J0 TUCKPUMIHAIIT KIIE€HTIB 3a T€HIEPHOIO
O3HAKOI0, BIKOM YW IHIIMMHU XapakTepUCTUKamH. PimieHHs Mojeneld MallMHHOTO
HaBYaHHS B KPEAWTYBaHHI YacTO BUKOPHCTOBYIOTHCS  JJI  OIlIHIOBAaHHS
KPEIUTOCTIPOMOKHOCTI, TOX YTEPEHKEHHS Y IUX PIIIICHHSIX Ma€e Cepio3H1 COIliabHI

Ta TIpaBOB1 HacHiAkU. JoCHiKeHHsI aKkTyajdbHE, OCKUJIbKH HaBITh HEYIEpeKEHl Ha



nepiuii Norjsa AaHl MOXYTh HPHU3BOAUTH 10 YINEPEHKEHUX MPOrHO3IB uepes
JUCIIPOIIOPIIT B AaHUX YW MexaHimi anroputmiB [1, 2]. ¥V it poOGOTI pO3MIISIHYTO
German Credit Dataset (1000 3ammciB mpo MO3WYaNTbHHKIB) SIK PENpPE3CHTATUBHUN
MPUKIIAJ 1 JOCTIDKEHO, Y MOJCNI KPEIUTHOTO CKOPHUHTY MAarOTh JUCKpPHUMIiHAIlIHHI
BJIacTUBOCTI. DOPMYITIOETHCS 3aBAAHHS BUSBUTH 1 OLIHUTH yIEepeIKeHHs (0COOINBO
3a CTaTTIO), 3ACTOCYBATH KOPEKIIIIO YIIePEHKEHOCTI Ta TIOPIBHITH PE3YIbTATH 3 TOUKU
30py TOYHOCTI Ta CIPABEAJIUBOCTI.

AHaJi3 gocaizkeHb i myoJaikaniii. ['pymnoBi METpUKH CIIPaBeITIMBOCTI IIIUPOKO
BUKOPUCTOBYIOTHCS JIJIsl BUSIBJICHHS TUCKPUMIHALIIT B MAIIMHHOMY HaBYaHH1. 30Kpema,
PI3HUIIO CcTaTUCTHYHOrO maputeTy (SPD) — pi3HMIIO 4YacTOT TO3MTHUBHUX
nependayeHb MK HENPUBAOIMBOK Ta MPUBLUICHOBAHOK TIPyNaMH — BBaXKAIOTh
6a3oBoto0 Miporo nucdanancy [1]. [neanbHo cnipaBenmmBa Mmojens Mana 6 SPD=0 (piBHi
YAaCTKM TO3UTHBHUX pimieHb). Pi3Huns piBHux MoxiauBoctet (EOD) Bumiproe
pi3HuI0 B mokasHukax True Positive Rate mix rpynamu, ToOTO BimoOpaxkae
MOPYILICHHS KpUTEepito piBHMX ImaHciB[3, 4]. L{i MeTpuku M03BOJISIOTH OI[IHUTH, YH
OlHA 3 TPyl CHUCTEMHO OTpUMY€ OUIbIIE BIJIMOB MPH OJHAKOBUX (PAKTUUHHUX
oOcTtaBMHAaX. Y KOHTEKCTI KPEAUTHHX PIIIEHb 3aCTOCOBYIOTH TaKOX Y>-TeCT
HE3aJIC)KHOCT1 IS TEPEeBIpKU 3B’A3KYy MDK 3aXMUIICHOK O3HAKOK (CTarero) Ta
KPEIUTHUM CTAaTyCOM, a TaKoX T-TecT 4 Kputepiit Konmoropoa—CwmupHosa (K-S)
JUIS. TICPEBIPKM CTAaTHCTUYHUX BIAMIHHOCTEH pPO3IMOALTY ITOKA3HUKIB MOJEI MIX
TpyIaMHu.

JIJist 3MEHIIEHHS YIEpPEeIKEHOCTI BUKOPUCTOBYIOTH METOJU TMepenoOpoOKH,
HaBuaHHA 1 mocTtoOpoOku. Reweighing — 1me mnepemnoOpoOka, 1m0 3MIHIOE Baru
HaBYaJIbHUX MPUKIA/IIB, 100 KOMIIEHCYBAaTH HEPIBHOMIPHICTh y AaHUX[S]. Kamiran 1
Calders mokaszanu e(peKTUBHICTh IIBOI'O METOAY JJIs YCYHEHHs AucKpuMiHarii [5].
Adversarial debiasing — BOyaoBaHuii MeTOM, ¢ MOJEIb HAaBYAETHCA OJIHOYACHO 3
JTUCKPUMIHATOPOM, METa SIKOr0 MependayuTH 3aXUIIeHYy O3HAKy MO Mepen0adeHHsX
Mozeni. HaBuanHg Take, mo0 yTPyIHUTH AUCKPUMIHATOPY PO3PI3HATH TPYNU 3a

IPOrHO3aMHM, TOOTO BUIAIMTH iHGOpMAIlilo PO 03HaKy 3 mporHo3dy [2]. Adversarial



debiasing 3apekomeHayBano cebe sl 3HWKECHHS YIEPEHKEHOCTI 3a TPYHOBHUMHU
MeTpukamiu, 30kpema SPD 1 noioHuMu.

VY mitepaTypi TakoX 3BEpTalOTh yBary Ha Te, IO YCYHEHHS OJHIET Mipu
HECIPaBEJIMBOCTI MOXKE TMPU3BECTH JI0 ToripmieHHs 1HIOI[6]. Tomy HeoOXimaHa
KOMIUIEKCHA OI[IHKa MOJIENI SIK 32 METPUKAMHU CIIPaBEAIUBOCTI, TaK 1 32 TOUHICTIO.

MeTto1 cTaTTi € po3pobOka Ta ampoOarlisi METOIUKH BHSIBICHHS Ta YCYHCHHS
QITOPUTMIYHOI YIIEPEHKEHOCTI B MOJIENISIX KPEIUTHOTO CKOPUHTY HAa OCHOBI J1aTaceTy
German Credit. 3okpema, mepea0oadeHo: MPoaHaTi3yBaTH MEPBICHI JaHl 1 MOJeTi Ha
HasBHICTh T€HIEPHUX yIEPEIKEeHb, OIIHUTH iX 3a AornoMororo metpuk SPD ta EOD,
a TaKOX TPAIULIMHUX CTAaTUCTUYHMX KputepiiB (¥, t-rectr, K-S Ttecr). Jlam —
noOyayBaTH KulbKa Mojeneil kinacudikamii (JIOTICTUYHA perpecis, BUNAAKOBUM JIiC,
rpajleHTHUN OyCTUHT) Ta BUMIPATH IXHI MMOKa3HUKUA TOYHOCTI ¥ cripaBenauBocTi. Ha
OCHOB1 OTPHMaHHMX pPE3YyJbTATIB peaji3yBaTH METOAM 3HW)KECHHS YIEPEIKEHOCTI:
reweighing (mepenoOpobka manux) Ta adversarial debiasing (BHyTpilmHS KOpEKIIis
MOJIei1), 1 TOBTOPHO OI[IHUTH MMOKA3HUKHA HOBUX Mojieneii. OcoOmBy yBary mpuaiicHO
NOPIBHSAIBHOMY aHAJII3Y: SIK 3MIHIOIOTHCSI METPUKH CIIPABEAJIMBOCTI MICHs Ae0ai31Hry,
1 SK Il 3MIHM BIUIMBAIOTh Ha 3arajibHy €(QEKTUBHICTh MOJeNe. Y MiACYyMKY
c(OpMyITIOBaTH BUCHOBKHU IIOJ0 €(PEKTUBHOCTI 3aCTOCOBAHUX METOAIB, KOMIPOMICY
MDK TOYHICTIO M CHpaBeIJIMBICTIO, a TaKOX JaTH MPaKTUYHI PEKOMEHAAIlll 11010
MOJANBIINX JIIH Y 3a7a9aX KPEIUTHOTO CKOPUHTY.

Buxiaa ocHoBHOro marepiajy (pe3y/ibTaTiB) A0CIIKEHHS.

Yneped:)fceHHﬂ 8 AN20PUMMAX WMYYHO20 IHMEIeKmYy

Jlani ma eusasienus ynepeoocenocmi. German Credit Dataset micturs 1000

3aMKCIB MPO KIIEHTIB OaHKY 3 OIHAPHOIO O3HAKOIO «J0OPUI/TIOraHUN MO3UYAIBHUKY.
Sk 3axuieHy o3HakKy oOpaHo ctaTeBy o3HaKy (A=1 — dyomnoBik, A=0 — XiHKa).
CroyaTKy AOCHIAMIM PO3MOILT I[IIbOBOI 3MIHHOI 3a TpylnamMu 1 IPOBENIU Y>-TeCT
HezanexxHocTi. PesynbpraT y*-Tecty (p-3HaueHHs <<0.05) BkazaB Ha CTaTUCTUYHO
3HAUYIINKA 3B’ 130K MK CTATTIO 1 KPETUTHUM CTaTyCOM, IO CBIIYUTH MPO HASIBHICTH
NOTEHIIHUX yHEpeKEHb Y JaHUX. 3a JOMOMOTOI0 t-TeCTy MepeBIPEHO, YU CEPEaHE

3HAUYEHHS JIESIKUX YWCIOBUX XapaKTEPUCTUK (HAIPUKIIAJ, KpEIUTHA CyMa) 3HAYHO



p13HUTBHCS MDK rpynamu; kputepiii Konmoropoa—CmupHoBa (K—S) Takox mokasas
BIIMIHHOCTI y PO3MOJUI JIEIKUX MPEAUKTOPIB MO IpyIax, M0 MOXKE BIUIMBATH Ha
pe3ynbTaT mojeni. el momepeaniil aHami3 MmiATBEpAWB HEOOXIAHICTH BpaxyBaHHS
I'PYIIOBHUX BIAMIHHOCTEH.

Ilob6ydosa moodeneri. JInsi KOXKHOI 3 Mojened — JIOTICTUYHOI perpecii,

BUIIAJKOBOTO JIICY Ta IPajiieHTHOr0 OYCTHHTY — BUKOHAHO HaB4YaHHs Ha 70% naHuX 1
tectyBaHHs Ha 30% (random_state=42). Moesni HaBYEH1 3 BUKOPUCTAaHHSIM YHUCIOBUX
O3HaK (KareropiiHi 3akogoBaHi B 0itu). [ToTiM oTpuMaHo nepenOayeHHs KIAciB AJs
TecToBOi BHOiIpkH. OOumcieHo TouHICTh (Accuracy), a TakKOX METpPUKH
cupaseyuBocTi SPD ta EOD (BUKOpUCTOBYIOUM BHU3HAYEHHS SIK PI3HULIIO YacTOT

MO3UTUBHUX pileHb 1 pi3HUIo TPR BianosigHo[1][4]).

Taoannsa 1.
[TopiBHSAHHS MOJENen
Monens TouHIiCTE SPD EOD
Logistic 0.656 -0.488 -0.401
Regression
Random Forest 0.572 -0.205 -0.208
Gradient Boosting 0.652 0.652 -0.400

3 Tabmwmi BUIHO, mo Bcl Moxaeal MaroTh SPD ta EOD #0. 3nauenus SPD
HEraTHBHI, 110 03HAYa€ MEHIIY YacTKy MO3UTHUBHUX pIlIeHb (KPEIUTH HalaHi) JJis
HenpuBaOIMBOI Tpynu (KIHKH), TOOTO mepeBara HalaeThesl YojoBikaM. Takoxx EOD
#0 Bkazye Ha po3puB y TPR mix craTsmu. HaiiGinbIe ynepemkeHHs: JeMOHCTPYIOTh
jorictuyHa perpecist Ta Oyctunr (|[SPD|=0.48), Toai Ak BUMaAKOBUH JIIC Ma€ JEIIO0
MEHILIAN PO3PUB.

Mempuxku SPD ma EOD. 3a BusnauenHsMm, SPD = P(y=1|A=unpriv) —

P(¥=1|A=priv)[1], a EOD = TPR unpriv — TPR priv[4][3]. [neansHe 3HaueHHs 000X
— 0. B sammomy Bunaaky SPD = -0.4...-0.5 (nuB. Tab6u. 1), mo nanexo Big Hysst, a EOD
Takok ~ -0.2...-0.4. lle o3Hayae CyTTeBe MOPYLIEHHS «pPIBHOCTI MapUTETy» Ta
«PIBHOCTI MOKIIMBOCTEW» y MOYATKOBUX MOJICIISX.

3nuoicenns ynepedocenocmi. _reweighing ma adversarial debiasing. Jns

3MEHILIEHHS YIEepeIKeHOCTI peanizoBaHo ABa miaxoau. Ilo-nepie, reweighing: mu



poO3paxyBalid Baru s HaBYaJIbHHUX MPHKIAIIB 3a hopmynoro Kamiran & Calders[5],
1100 KOMIIEHCYBaTH HEPIBHOMIPHOCTI TPy 1 KiaciB. HaBuaHHs jgoricTU4HOI perpecii
3 MMM Baramu Jano «jaebaitamuroBy» mojenb. Ilo-mpyre, adversarial debiasing
(3MarajqbHEe HaBYaHHA): ILIEH In-processing METOJ HaBYae€ MPEAUKTOP pa3oM 13
JTUCKPUMIHATOPOM, SIKHH HAMara€ThCsl BraJaTH 3aXHUIICHY O3HAKY IO MPOrHo3y. MeTta
— 3HU3UTH KOPEJIALIIO MPOTHO3Y 3 03HAKOI0, TOOTO 3pOOUTH PIIICHHS HE3aJIeKHUM Bl
crati[2]. Mu 3actocyBanmu peanizaiito adversarial debiasing 3 makery AIF360
(TomaTkoBEe HaBUaHHS HEUPOHHOI MEpeki 3 AUCKPUMIHATOPOM) JUIS JIOTiCTUYHOI

MOJIEII.

LlopisnanvHa oyinka. Iicns 3acTocyBanHs reweighing /10 JIOTiICTUYHOI perpecii
MOBTOPHO OOYHMCIEHO METpUKU Ha TecTi. Pe3ynbratu HaBeneHi B Tabmuimi 2
(MOpiBHSIHHS METPUK J10 1 Ticis debiasing).

Tadauus 2

Mertpuku Ao 1 micis reweighing.

Mertpuka o [Ticnsa
TounicTh 0.656 0.629
SPD -0.488 -0.016
EOD -0.401 0.010

[licns mepeBakyBaHHS 3HAYHO 3MEHIIEHO acuMmerpito: SPD  mpaktuuno
nopiBHioe Hyt0 (—0.016), a EOD =0.01. L{e o3Hayae, 1110 miciisgs 00poOKH IIaHCH KIHOK
1 YOJIOBIKIB OTPUMATH IIO3UTUBHE pilleHHs Mojeni 3piBHsaucA[S5][2]. BomxHouac
TOYHICTh Tpoxu Braina (3 0.656 mo 0.629), 1o BiANOBIIA€ OYIKYBAHOMY KOMIIPOMICY
TOYHICTb—CIIPABEJIMBICTh.  AHaNOriyHo, 3actocyBaHHs adversarial debiasing
nokaszayio TpeHa Ao 3MenmeHHs SPD/EOD, xoua yepe3 ckiamHICTh peainizarlii Ta
PECYpCOEMHICTh HaBYaHHS TOYHI pe3yJbTaTH 3ajJeXalld Bij rinepnapamerpi. Y
npukiani (Orange AIF360) Bukopucranns adversarial debiasing ycyHyso nmoyaTkose

smimenast SPD ~—0.178 maiixke 10 Hyn[6], Tpu MiHIMabHINA BTPATI TOYHOCTI.
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Pucynok 1. KoperyBanus mozeni yepes debiasing

Bucnosku wooo cnpaseonusocmi mooeneri. KomiiekcHUN aHali3 IMOKa3as, 110

nepBuHHI cKopuHroBi Mozeni Ha German Credit AeMOHCTpyBaldM CTaTUCTUYHO
3HAUyIIE YIIEePEIKEHHSI 11010 KIHOK: 00U/IB1 TPYIIOBI METPUKHU JATIEKO B HYJIS, a ¥3-
TECT MIATBEPIUB CHUCTEMATWYHY HEPIBHICTh. 3acTOCyBaHHA reweighing cyTTeBO
smeHmmio aucbamanc (SPD, EOD Onu3pki 0 HyJs), MO0 O3HAYAE JOCSITHECHHS
MPAKTUYHO HYJIHOBOTO BHPOKEeHHsS Tpyn. [lomiOHI BHUCHOBKM OTpuUMAaid W 1HIII
nocnigauky: Hanpukian, Kamiran & Calders (2012) noka3anum, mo pebanaHcyBaHHS
JTaHUX Tepe]] HaBYaHHSM € €dEeKTHBHUM 3aCO000M «yCYHYTH JMCKpHUMIHAIIO 0e3
nepeksiaicHHss MiTok»[S]. Harnl pe3ynbTaTu y3roJKyroThes 3 muM: fairness-mogerni
MICJIs NepeBaXyBaHHS JIEMOHCTPYBAJIM 3HAYHO 3MEHILICHI PO3PUBH, TOJI K MaIHHS

accuracy OyJi0 He3HAYHUM.



Adversarial debiasing sk 1HIIMNA MTIAX1A TaKOX MIATBEPKYE MOXKIUBICTh
OayaHCyBaHHSI BHXOJIB MoOjeiei: BiH ()OKYCY€eTbCS Ha BHUJIQJICHHI KOPEJSIiN Mix
MIPOTHO30M Ta 3axUIIEHOI0 03HaKoro[2]. Ileld MeTon mokas3aB, 110 MOKHA HABUUTH
MO/IeJIb, Uy TIMBY JI0 MMOKa3HUKA «CIPABEATUBOCTI», 38 YMOBH JIOCTAaTHIX JJAHUX 14acy
HaByanHs. [Iporte, sik Bim3HaudaroTh Mervic et al., onTuMizaiist mija OAHY METPUKY
(manpuxan, SPD) moxxe mpu3BoauT 10 nobivaux edextiB mis iHmmx (EOD)[6]. ¥V
HaloMmy JociipkeHHi reweighing 1 adversarial miaxoau 3arajgoM MOTOMKYHOTHCS:
BOHU yCyHYJH yniepemkenns o0 SPD/EOD, ane BuMararoTh HEBEJIMKOTO 3HIKCHHS
toyHocTi. Ile BiamoBimae 3arajJbHOBIIOMOMY TpeOyr0  KOMIPOMICY  MIXK
CrpaBeUTUBICTIO Ta eekTHBHICTIO (fairness—accuracy trade-off).

BucHOBKH Ta nepcrneKTHBHU NMOAAJBIINX MOIMIYKIB Y HANPSMI T0CTiKEeHHS.

VY crarTi HaBeleHO JCTANbHUM aHami3 ajlroOpUTMIYHOI YIEpEeIKEHOCTI Yy
MOJENAX KpeIUTHOro ckopuHry Ha ocHoBl German Credit Dataset. Bukxonano
MEepeBipKy acorfiaiii M) CTaTeBOK O3HAKOI MO3UYAIIbHUKA 1 KPEIUTHUMHU
pileHHSIMHU (Y2-TECT), @ TaKOK MOPIBHIHO PO3MOJIIIN Ta CEPEIHI MOJIEINI 3a TpyHnaMu
(t-tect, K-S TecTt). 3’sicoBaHO, 10 MOYATKOBI MOJEII JEMOHCTPYBAIM CTaTUCTHYHO
3HAUyIIMA TeHJIepHui 3cyB y pimeHHsx: sk SPD, tak 1 EOD mamu HeHynbOBI
3HAYEHHA, TPUUOMY JTHUCKpUMIHAIS Oyia CpsMOBaHA MPOTH HEMPUBAOIMBOI rPyIu
(’K1HOK).

3acTocyBaHHS METOMIB YCYHEHHS YIEPEIKEHOCTI BUSBHIOCS €(PEKTUBHUM:
nicas reweighing pi3HUIS MO3UTUBHUX PIIIEHb MK CTaTAMU MPAKTUYHO 3HUKIA, a
nokasHuku EOD BupiBHsiinca. Takum dYuHOM, BIANOCh YCYHYTH TMOYaTKOBUMN
yhepeKeHnii aucOanaHc Maibke Oe3 3HIKeHHs TodHOcTi. Merton adversarial
debiasing Takox MiATBEpIUB, 110 MOKHA HABYUTH MOJIEJIb HE3aJEKHOIO BiJ CTarTi,
xoua nmoTpedye obepexHoro HamamrtyBaHHs. OTxe, pe3ybTaTu MiATBEPKYIOTh, IO
QITOPUTMH MAIIMHHOTO HaBYaHHS y (piHaHCOBIN cdepi MOTpeOyrOTh ChelialbHUX
MIIXOMIB  JJII  KOHTPOJIKO  yIHepeIKeHOCTi.  JIOCSATHEHHST  aJirOpUTMIYHOT
CIIPaBEIJIMBOCTI MOYKIIUBE, aJIe 4acTO I[IHOK HEBEJIMKOTO 3HIKEHHS MPOTYKTUBHOCTI.
VY npakTHYHOMY CEHC1, 3aCTOCYBaHHS pedanaHcyBaHHs a00 adversarial-miIxo1B MOXe

CTaTH YaCTUHOIO MPOIIECY PO3POOKU KPETUTHUX MOJIETIEH.



OTxe, MOJOJIAaHHS AITOPUTMIYHOI YHEPEIKEHOCTI B KPEAUTHOMY CKOPHUHIY
BUMara€ KOMIUIEKCHUX 3aXOJIB: JETEKTYBaHHS JUCOAQJIaHCIB, 3aCTOCYBAHHS
IPEBEHTUBHUX 1 KOPUTYBAIBHUX METOJIIB, @ TAKOK PETEIbHOTO MOHITOPUHTY METPHUK
cipaBeyIMBOCTI. OTpUMaHi BUCHOBKHU Y3TOJIKYIOTBCS 3 1J€€10, 10 CIPaBeJIMBICTh
Mojenel ciif BOy/IOBYBaTH y BeCh IMHKJ X CTBOpEHHS Ta BhpoBamkeHH:[S][2]. Lle
J03BOJIMTH 3a0e3Me4YnTy OUTBII PIBHI IMAHCH ISl BCIX TPYH KIIEHTIB 1 COPHUITHME

JIOBIP1 IO aBTOMATH30BAaHUX CUCTEM YXBaJICHHS PIIlICHb.
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